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THE AI LOCALISM CANVAS
A Framework to Assess the Emergence of Governance 
of AI within Cities

This article examines the emerging field AI 
Localism – a global move toward innovative 
governance of AI at the subnational level. The 
piece introduces the current state of play in the 
field, and introduces an “AI Localism Canvas” to 
help decision-makers identify, categorize and 
assess instances of AI Localism specific to a city 
or region.
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AI Localism offers both immediacy and proximity. Because it is managed within tightly 
defined geographic regions, it affords policymakers a better understanding of 

the disparate needs of citizens and the technology’s potential and shortcomings, which may 
have a wide variety of regional manifestations. By calibrating algorithms and AI policies 

for local conditions, policymakers have a better chance of creating positive feedback 
loops that will result in greater effectiveness and accountability.

“

“

(Verhulst/Sloane 2020)

The proliferation of artificial intelligence (AI) technologies 
continues to illuminate challenges and opportunities for 
policymakers – particularly in cities (Allam/Dhunny 2019; 
Kirwan/Zhiyong 2020). As the world continues to urbanize, 
cities grow in their importance as hubs of innovation, cul-
ture, politics and commerce. More recently, they have also 
grown in significance as innovators in governance of AI, and 
AI-related concerns. Prominent examples on how cities are 
taking the lead in AI governance include the Cities Coalition 
for Digital Rights, the Montreal Declaration for Responsible 
AI, and the Open Dialogue on AI Ethics. Cities have also seen 
an uptick of new laws and policies, such as San Francisco’s 
ban of facial recognition technology or New York City’s push 
for regulating the sale of automated hiring systems. The 
same applies for new oversight initiatives and organization-
al roles focused on AI, such as New York City’s Algorithms 
Management and Policy Officer, and numerous local AI Eth-
ics initiatives in various institutes, universities and other ed-
ucational centers. 

Considered together, all of these initiatives and develop-
ments add up to an emerging paradigm of governance lo-
calism, marked by a shift toward cities and other local juris-
dictions in order to address a wide range of environmental, 

economic and societal challenges (Davoudi/Madanipour 
2015). With AI localism, cities take the lead in problem solv-
ing, developing context-specific approaches to growth, 
governance, and innovation (Katz/Novak 2018). Cities are in 
effect filling gaps left by insufficient state, national or global 
governance frameworks related to AI, and technology more 
generally. For example, we are seeing signs of what we might 
call a “broadband localism” in which local governments are 
addressing the digital divide by filling service gaps left by 
major broadband providers and taking on a central role in 
integrating the Internet into everyday municipal life (Sylvain 
2012). We are also seeing a “privacy localism” that encom-
passes new privacy laws, typically enacted in response to 
pressing developments such as increased use of data for law 
enforcement or recruitment (Rubinstein 2018).

AI Localism focuses on governance innovation surrounding 
the use of AI on a local level. Examples of AI Localism include 
local bans on AI-powered facial recognition technology, new 
local procurement rules pertaining to AI technology, public 
registries of AI systems used in local government, and public 
education programs on AI that are offered by local govern-
ments or institutions (Verhulst/Sloane 2020). 

The AI Localism Canvas

Local actors involved in the governance of AI systems, in-
cluding those associated with COVID-19, are faced with 
many competing imperatives, and must make difficult deci-
sions weighing opportunity and risk. Their decisions across 
the design, implementation, and lifespan of an AI system 
can have significant ramifications – both positive and neg-
ative – on people’s lives and local economies.

As it stands, however, the decision-making processes in-
volved in the local governance of AI systems are not very 
systematized or well understood. Scholars and local deci-
sion-makers lack an adequate evidence base and analytical 

framework to help guide their thinking. In order to address 
this shortcoming, we have developed the below “AI Local-
ism Canvas” which can help identify, categorize and assess 
the different areas of AI Localism specific to a city or region, 
in the process aid decision-makers in weighing risk and op-
portunity. The overall goal of the canvas is to rapidly assess 
and iterate local governance innovation about AI to ensure 
citizens’ interests and rights are respected. 

The category of transparency broadly relates to efforts of 
local governments to create transparency about the acqui-
sition and application of AI systems across different govern-
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ment domains. A good example is the use of public AI reg-
istries that list the algorithms, AI systems and tools used in 
public service. Public registries have been published by the 
cities of Helsinki and Amsterdam, and more recently, the City 
of New York published a directory of algorithmic tools used 
by City agencies.

Procurement relates to any innovation pertaining to the 
procurement of algorithmic or AI products on a local level. 
A prominent example is the regulation of the acquisition 
of surveillance technologies by local government agencies, 
such as in the City of Berkeley, California. 

Innovation in engagement focuses on novel ways to en-
gage publics into conversation and decisions about AI, and 
AI-related concerns (such as data). This can mean partnering 
with local research and education organizations to devel-
op and deliver events or courses about the functionalities 
of AI and their ethical implications, such as public events 
hosted by various local universities across the globe. It can 
mean citizen-focused trainings in AI, such as the Elements 
of AI course that originated in Finland in collaboration with 
the University of Helsinki, or it can mean creating platforms 
for public deliberation about AI, such as the Data Assembly 

(thedataassembly.org) — the first remote citizens’ assembly 
on the responsible reuse of data at the city level.

Accountability and oversight initiatives on a local level fo-
cus on enforcing accountability about the use of AI systems. 
These initiatives are operationalized either internally, for ex-
ample via internal review boards, ethics codes, or positions 
within organizations dedicated to oversight and accounta-
bility; or externally, for example via audits or external review 
boards. Examples include the Seattle Surveillance Advisory 
Working Group, or the New York City Algorithms Manage-
ment and Policy Officer. 

Local regulation pertains to local AI laws and policies. These 
can focus on the regulations about government use of AI, 
see “Procurement”, or they can focus on local regulations 
pertaining to how certain AI applications can be used in 
certain sectors. For example, New York State has temporar-
ily banned the use of facial recognition technology in K-12 
schools, and the City of San Diego omitted street light sen-
sors in its draft regulation on public surveillance technology.

The category of principle local agencies may develop and 
use, sometimes in tandem with other agencies or city part-

1
AI Localism Canvas

Transparency Procurement Engagement

Overview of how AI transparency is created.  
For example:

Overview of local approaches to AI procurement 
regimes. For example: 

Overview of engagement around the AI 
technology. For example: 

	� Public registers of AI systems used in 
government

	� Vendor transparency
	� Algorithm transparency

	� Local regulation of procurement 
	� Transparency about AI assessment (metrics 

for success) 
	� Algorithm transparency

	� Public engagement
	� Collaboration with local research institutions
	� Engagement with local advocacy groups
	� Toolkits
	� Free online tutorials and trainings 
	� Literacy projects, such as accessible explainers 

Accountability and Oversight Regulation Principles

Overview of the relevant processes and mecha-
nisms that ensure accountability and oversight. 
For example:

Overview of local laws and policies focused on AI. 
For example: 

Overview of principles are deployed to ensure 
responsible AI use. For example:

	� Standards 
	� Internal oversight (internal review boards, 

ethics codes and guidelines, ethics owners) 
	� External oversight (audits, external review 

boards)

	� Bans 
	� Reporting mandates
	� Regulation specific to certain AI applications
	� Mandatory risk assessments 

	� Declarations
	� Manifestos
	� Set of principles

Source: The GovLab
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ners, to ensure the responsible use of AI at a local level. 
Prominent examples of these non-binding agreements are 
the Barcelona declaration for the proper development and 
usage of artificial intelligence in Europe, or the Montreal 
Declaration for a Responsible Development of Artificial In-
telligence.

The canvas is a tool to capture all these local initiatives. It 
has multiple functions: It allows users to map innovations 
and think about the relevant and dynamically changing el-
ements together, while also serving as a research template. 
As such, it allows users to identify points at which fragmen-
tation occurs.

The canvas also has a prescriptive function in that it provides 
a comprehensive framework for checking all the elements 
that comprise AI Localism. Information and insight that is it-
eratively collected and analyzed via the AI Localism Canvas 
can facilitate the much-needed pragmatic and critical ap-
proach to local policymaking in the age of AI. It allows users 
to account for the fast-moving nature of both the technolo-
gy and the local environments that policymakers face and 
have to rapidly innovate in. The AI Localism Canvas can help 
frame reality and inform action.

The implementation of the AI Localism Canvas can be ap-
plied to a specific AI technology (e. g. facial recognition 
software), a specific challenge or problem (e. g. mitigating 
the spread of the virus SARS-CoV-2 in an urban setting), or a 
geographic context (e. g. a neighborhood). Individuals who 
wish to use the canvas should fill in as many tiles as possible 
and use the canvas iteratively. 

We want to note that this canvas is a living document and 
we anticipate that it will change as AI becomes increasingly 
important at the city level – and with it the need for under-
standing the governance response. New questions will con-
tinue to emerge, such as whether we should have particular 
governance innovations for particular functions of AI. Or for 
particular areas in which AI is used on a local level, for ex-
ample resource triage in emergencies, public safety and law 
enforcement, public consultation (whereby the democratic 
process is delegated to an algorithm), or “digital twins” used 
in simulations for urban planning. The AI Localism Canvas 
can help ask these important questions by identifying the 
emerging governance responses and structures for these 
new technologies. We welcome your views on the issue of AI 
Localism, and in particular on the possibilities (or limitations) 
of a canvas-based approach.
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